
1.  Introduction
The nearshore circulation driven by breaking waves contributes to the cross-shelf transport of material, especially 
in the vicinity of the surf zone, such as the transport of nutrient (e.g., Morgan et al., 2018) or sediment, which 
can result in large morphological changes under storm conditions (e.g., Castelle et al., 2015; Coco et al., 2014; 
Wright & Short, 1984).

Considering a weak along-shore variability of the topography and a shore normal incidence of waves, the interplay 
between waves and currents most notably drives the so-called undertow. Based on the depth-integrated continuity 
equation, the undertow commonly designates the time- and depth-averaged Eulerian offshore flow compensating 
for the onshore mass transport associated with the Stokes drift. The onshore-directed mass transport is further 
enhanced within the surf zone due to contribution from surface wave rollers (e.g., Svendsen, 1984a). The under-
lying dynamics were further investigated both theoretically and experimentally, providing some insights onto 
the vertical structure of the (Eulerian) cross-shore flow. Within the surf zone, several pioneering studies (e.g., 
Deigaard et al., 1991; Garcez Faria et al., 2000; Haines & Sallenger, 1994; Stive & Wind, 1986; Svendsen, 1984a, 
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cross-shore flow across a transition zone, where depth-induced breaking, whitecapping, and bottom friction all 
significantly contribute to the wave energy dissipation. Under storm conditions, this transition zone extended 
almost 6 km offshore and the cross-shore Lagrangian circulation shows a strong seaward-directed jet in the 
lower part of the water column, whose intensity progressively decreases offshore. In contrast, the surf zone 
edge appears clearly delimited under fair weather conditions and the seaward-directed current is weakened by a 
near bottom shoreward-directed current associated with wave bottom streaming in the shoaling region, such that 
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Plain Language Summary  As waves propagate toward the shore fluid parcels experience a net 
transport in the direction of wave propagation. This onshore mass transport is compensated by a near bed return 
flow, which dynamics remain poorly understood. This study combines measurements from a field campaign 
carried out in early 2021 in front of a gentle sloping beach and numerical modeling to explore the spatial 
distribution and the driving mechanisms of this wave-induced cross-shore flow. Both observations and model 
results show that the largest current velocities of this return current are located very close to the shoreline, 
where the wave breaking is the most intense, but values up to 0.25 m/s are observed as far as 4 km from the 
shoreline under storm conditions. Numerical experiments further highlight the key control exerted by the wave 
forces and the wave-enhanced mixing, which induce very contrasted circulation patterns under fair weather or 
storm conditions and strongly constrain the vertical structure of the cross shore flow.
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among many others) proposed theoretical models, which all conceptually rely on the local imbalance between the 
depth-uniform barotropic pressure gradient associated with the wave setup and the depth-varying gradient of the 
wave radiation stresses. These models adequately predict parabolic velocity profile, whose curvature is a function 
of local wave quantities and the vertical eddy viscosity (e.g., Garcez Faria et al., 2000).

In contrast, the wave induced dynamics seaward of the surf zone received much less attention, particularly under 
storm waves. Most notably, Lentz et al. (2008) combined long term observations with a one-dimensional vertical 
model adapted from Xu and Bowen (1994) to study the vertical structure of the cross-shore flow up to the inner-
shelf. These authors showed that the cross-shore velocity profiles seaward of the surf zone do not resemble the 
parabolic profiles observed within the surf zone, but exhibit a maximum near the surface, which is consistent 
with a balance between the Coriolis force associated with the offshore flow and the Stokes-Coriolis force, also 
referred to as the Hasselmann wave stress (Hasselmann, 1970). As a result, the offshore flow tends to be equal in 
magnitude but opposite in direction to the onshore Stokes drift velocity all along the water column, which implies 
a nearly depth-uniform zero cross-shore Lagrangian flow seaward of the surf zone.

In recent years, wave-averaged three-dimensional (3D) circulation models have been developed aiming to repre-
sent consistently the effect of short waves on the mean circulation for a wide range of nearshore, coastal and 
open-ocean applications. Several theoretical approaches were proposed on the form of the wave-modified prim-
itive equations that would be suitable for such models (e.g., see Bennis et al., 2011). The wave-averaged vortex 
force formalism, which separates conservative and non-conservative wave forcing on the 3D quasi-Eulerian mean 
circulation, constitutes a theoretically robust framework employed within several of these modeling systems 
(e.g., Delpey et al., 2014; Guérin et al., 2018; Kumar et al., 2012; Michaud et al., 2012; Uchiyama et al., 2010; 
Zheng et al., 2017). For nearshore applications, non-conservative effects associated with wave energy dissipation 
processes through depth-induced breaking, whitecapping and bottom friction are expected to play a crucial role. 
While Smith (2006) consistently derived the contribution of these processes to the depth-integrated momentum 
equations, no definite theory exists to express these terms for the depth-resolving equations. In particular, it is 
assumed that the dissipation of wave energy by breaking acts either like a surface stress on the mean flow or 
like a body force, in which case one can thus impose an empirical vertical distribution such that the breaking 
contribution applies at appropriate depths near the surface (e.g., Uchiyama et  al.,  2010). As pointed out by 
Rascle  (2007), the wave-enhanced vertical mixing associated with the production of turbulence by breaking 
waves mostly controls the vertical shear of the horizontal current velocity so that the near-surface distribution of 
the momentum source sparsely matters. In this regard, wave-averaged 3D circulation models are usually supple-
mented by a two-equation turbulence closure model, which allows to approximate the wave-enhanced turbulent 
kinetic energy (TKE) budget across the water column. There is a consensus in the literature to model the TKE 
injection with a flux-type boundary condition at the water surface assuming a power law for the decay of TKE 
(Umlauf & Burchard, 2003). Craig and Banner (1994) proposed to express the surface flux of energy injected into 
the water column in proportion to the surface wind friction velocity cubed. Following this approach, it is assumed 
that the energy flux from the wind to the wavefield very closely matches that transferred from the wavefield to 
the water column, which appears especially relevant for the deep ocean where breaking processes (whitecapping) 
significantly impacts the atmospheric drag coefficient. For nearshore applications however, observations support 
the fact that the surface flux of TKE scales with the energy dissipated through depth-induced breaking (e.g., 
Feddersen & Trowbridge, 2005). It is also interesting to note that the decay of TKE near the surface is particularly 
sensitive to the surface mixing length, which remains an empirically parameterized quantity (e.g., see Moghimi 
et al., 2016).

Among the above mentioned studies, Kumar et al. (2012), Michaud et al. (2012), Uchiyama et al. (2010) and 
Zheng et al. (2017) essentially detailed the implementation of the vortex force formalism within various modeling 
framework and further aimed to demonstrate the general applicability of this approach to study surf zone dynam-
ics over commonly used study cases, including applications at Duck, N.C., which serves as a reference bench-
mark. In addition, Kumar et al. (2012) also reproduced the results from Lentz et al. (2008) seaward of the surf 
zone using the same data set. In a recent model-based study following Uchiyama et al. (2010), Wang et al. (2020) 
further discussed the effect of the bottom wave streaming, which is the stress along the direction of wave prop-
agation that accompanies the wave energy dissipation by bottom friction. Most notably, their results tended to 
show that the Lagrangian overturning circulation within the surf zone could be substantially weakened by an 
opposite overturning cell arising seaward of the surf zone and extending within it, associated with the bottom 
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wave streaming. Realistic applications of state-of-the-art, fully coupled, wave-averaged 3D circulation models in 
the nearshore region remain very scarce (Delpey et al., 2014; Guérin et al., 2018; Michaud et al., 2012), especially 
under storm conditions, such that our comprehensive understanding of the wave-induced hydrodynamics remains 
somehow limited and the predictive skills of these models uncertain.

This study aims to explore the cross-shore distribution and the driving mechanisms of the wave-induced cross-
shore circulation within the shoreface and the surf zone of a dissipative beach. We present unpublished results 
from a field campaign carried out in early 2021 in the central part of the French Atlantic coast under storm 
wave conditions, complemented with predictions from the state-of-the-art 3D circulation model SCHISM (Zhang 
et al., 2016), fully coupled with the spectral wave model WWM (Roland et al., 2012). The manuscript is organ-
ized as follows. The study area, the field campaign and the processing of in-situ measurements are presented 
in Section 2. The parameterization of the modeling system is detailed in Section 3 and its predictive skills are 
assessed in Section 4 for the case study considered here. The Section 5 discusses the contrasted wave-induced 
circulation patterns and associated driving mechanisms under high and moderate wave energy conditions based 
on further numerical experiments. Finally, concluding remarks are provided in Section 6.

2.  Study Area and Field Campaign
2.1.  Study Area

The study area is located along the South-Western coast of the Oléron Island in the central part of the French 
Atlantic coast (see Figure 1a), in front of Saint-Trojan Beach. This beach corresponds to a 8 km-long sandspit 
bounded to the South by the Maumusson Inlet and to the North by a rocky shore platform (Lavaud et al., 2020). In 
this region, tides are semi-diurnal and range from 1.5 to 5.5 m, which corresponds to a macrotidal regime. Yearly 
mean wave conditions along the 30 m isobath are characterized by a significant wave height of 1.6 m, a mean 
wave period of 5.9 s and a direction of 285° from the true North (Dodet et al., 2019), but the offshore significant 
wave height can exceed 10 m with peak periods over 20 s (Bertin et al., 2015). This area is characterized by a very 
gently sloping shoreface (the isobath 20 m being found approximately 10 km offshore) and a non-barred dissipa-
tive beach composed of fine sandy sediments and exposed to an energetic wave climate. Although this stretch of 
coast is relatively along-shore uniform, small amplitude inter-tidal bars can develop after the persistence of fair 
weather conditions (see Bertin et al., 2008; Guérin et al., 2018, for supplementary studies in this area).

Figure 1.  (a) Location of the study area in the Bay of Biscay, bathymetric map covering the computational domain (the open boundary is symbolized with the red 
dotted line) with isobaths reduced to the mean sea level displayed every 10 m (black dash-dotted lines), and position of the Chassiron meteorological station, AWAC, 
Acoustic Doppler Current Profilers (ADCP) 600 kHz and inter-tidal area sensors. A cross-shore profile extending from the isobath 25 m to PT5 sensor is also displayed 
(brown dashed line). (b) Cross-shore profile from AWAC location to the first sensor deployed within the inter-tidal area. (c) Zoom on inter-tidal area sensors.
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2.2.  Field Campaign and Data Processing

The field campaign was carried out between January and February 2021 in two steps. First, two Acoustic 
Doppler Current Profilers (ADCP) were mounted on structures anchored in the seabed, at approximately 12.5 
and 7.5 m-depth locations below Mean Sea Level (MSL) for a long-term deployment between the January 19 and 
the February 26 (see Figure 1). The most offshore instrument is a high resolution ADCP (1 MHz) integrating an 
Acoustic Surface Tracker (AST) and is hereafter referred to as the AWAC, whereas the other one is a medium-res-
olution ADCP (600 kHz). Both instruments alternated a “current cycle” and a “wave cycle” each hour. During the 
“current cycle,” 10 min-averaged velocity profile measurements were collected along the vertical axis, whereas 
during the “wave cycle” velocity measurements within a fixed 2 m-high cell and pressure measurements were 
performed at 2 Hz during 20 min. Second, a set of sensors was deployed in the inter-tidal area (Figure 1c) between 
January 29th and the 31st during spring tides so as to capture a highly energetic event associated with the storm 
Justine. The offshore significant wave height at the Biscay Buoy location (5°W, 45.23°N) reached 10 m, which 
corresponds to a return period of the order of 1 year (Nicolae-Lerma et al., 2015). The swell associated with the 
storm reached the study area during the night of the 30th from a westward direction, while local winds reached 
15 m/s at the storm peak. This set of sensors was deployed along a cross-shore profile and included one 2 MHz 
ADCP (with a similar data collection scheme than for the two offshore ADCPs), three pressure transducers with 
a 2 Hz sampling frequency (PT) and one Acoustic Doppler Velocimeter deployed 20 cm above the seabed, with a 
16 Hz sampling frequency (ADV). The PTs and ADV all performed continuous measurements.

For each sensor, sea-bottom pressure timeseries were split into 20 min-long bursts (consistent with ADCPs “wave 
cycle”), corrected for sea level atmospheric pressure using data collected at the nearby meteorological station 
of Chassiron (Figure 1a), detrended and converted into a sea-surface elevation signal assuming a hydrostatic 
pressure. For the sensors deployed in the inter-tidal area, measurements below a burst-averaged water depth 
of 0.5 m were discarded due to the presence of substantial infra-gravity waves, which caused the sensors to be 
intermittently dry. Then, pressure attenuation with depth due to non-hydrostatic effects was corrected using the 
Transfer Function Method based on the linear wave theory (TFM, e.g., Bishop & Donelan, 1987). This method 
requires an upper cutoff frequency to remove high frequency noise that is amplified by the TFM correction, and 
to prevent the over-amplification of high-frequency energy levels due to non-linear interactions in intermediate 
and shallow-water depths (Mouragues et al., 2019). The cutoff frequency was set to 0.2 Hz for the two offshore 
sensors and 0.4 Hz for the sensors in the inter-tidal area. Finally, the sea surface elevation density spectra 𝐴𝐴 𝐴𝐴(𝑓𝑓 ) 
were computed by means of a Fast Fourier Transform on 10 Hanning-windowed segments with a 50% overlap, 
which allows a good compromise between statistical stability (20 degrees of freedom) and frequency resolution 
(8.3 mHz). The processing of pressure measurements was further verified at the AWAC location by comparing 
the sea-surface elevation spectra with those obtained from the AST measurements. These measurements were 
not used directly due to spurious signals during the most energetic events, whose are probably explained by the 
presence of air bubbles in the water column induced by the breaking of storm waves (not shown). Wave bulk 
parameters (significant wave height, 𝐴𝐴 𝐴𝐴𝑚𝑚0 , mean and continuous peak periods, 𝐴𝐴 𝐴𝐴𝑚𝑚𝑚𝑚 and 𝐴𝐴 𝐴𝐴𝑝𝑝𝑝𝑝 ) were computed using 
the 𝐴𝐴 𝐴𝐴th moments of the spectra:

𝑚𝑚𝑝𝑝 = ∫
𝑓𝑓𝑐𝑐

𝑓𝑓min

𝑓𝑓𝑝𝑝𝐸𝐸(𝑓𝑓 )𝑑𝑑𝑑𝑑� (1)

such that:

𝐻𝐻𝑚𝑚0 = 4
√

𝑚𝑚0

𝑇𝑇𝑚𝑚02 =

√

𝑚𝑚0

𝑚𝑚2

𝑇𝑇𝑝𝑝𝑝𝑝 =
𝑚𝑚−2𝑚𝑚1

𝑚𝑚2

0

� (2)

For each sensor, an adaptive 𝐴𝐴 𝐴𝐴min value, defined as half the continuous peak frequency computed at the AWAC 
location, was used in order to separate the gravity from the infra-gravity bands (e.g., Bertin et al., 2020; Hamm 
& Peronnard, 1997).
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For the two offshore ADCPs, 10 min-averaged vertical profiles of current velocities were acquired along bins 
spanned respectively every 1 m (AWAC) and 0.5 m (ADCP 600 kHz). The measurements above a distance equal 
to the water depth minus half the significant wave height were discarded due to contamination by surface reflec-
tions from the sidelobes of the ADCP acoustic pulses (Appell et al., 1991). Current velocity profile measurements 
from the ADCP 2 MHz deployed in the inter-tidal area were discarded because of spurious bin-to-bin velocity 
differences. Finally, continuous velocity measurements from the ADV, were split into 30 min-long bursts and 
filtered from spikes using the phase-space thresholding method of Goring and Nikora (2002).

The inter-tidal topography was surveyed at low tide during the deployment (29/01/2021) and the recovery 
(31/01/2021) of the instruments with PPK GNSS over an area centered on the instrumented transect and extend-
ing 1 km along-shore. The comparison between both datasets showed very limited morphological changes (with 
a root mean square difference of 0.10 m along the instrumented profile), a behavior already reported by Guérin 
et al. (2018) under similar storm wave conditions. The subtidal bathymetry was surveyed at the location of the 
instrumented profile up to a water depth of 11 m below MSL four weeks after the deployment in the inter-tidal 
area by means of a Norbit multi-beam echo-sounder. This bathymetric data set was merged with an extensive 
single-beam echo-sounder survey carried out in April 2013. Both datasets in the region where they overlap show 
a smooth transition in the subtidal zone with changes of the order of 0.4 m.

3.  Modeling System
The modeling system used in this study couples the 3D circulation model SCHISM (Zhang et al., 2016) and the 
third generation spectral wave model WWM (Roland et al., 2012). This modeling system offers the flexibility 
to cover large geographic areas with unstructured grid and very robust numerical schemes for both models. 
The 3D wave-induced circulation is modeled through the vortex force formalism, such as presented by Bennis 
et al.  (2011). Its detailed implementation in SCHISM can be found in Guérin et al.  (2018) and is recalled in 
Appendix A. In the following, only the parameterization of the relevant part of the model and further improve-
ments since Guérin et al. (2018) are described.

3.1.  Parameterization of WWM

3.1.1.  Depth-Induced Breaking Parameterization

The wave energy dissipation rate by depth-induced breaking is computed according to the model of Battjes and 
Janssen (1978) with an adaptive breaking coefficient (B) as proposed by Pezerat et al. (2021). The local mean 
(phase-averaged) rate of energy dissipation per unit area 𝐴𝐴 𝐴𝐴𝑑𝑑𝑑𝑑 in (W/m 2) reads:

𝐷𝐷𝑑𝑑𝑑𝑑 =
𝐵𝐵

4
𝜌𝜌𝜌𝜌𝜌𝜌𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑄𝑄𝑏𝑏𝐻𝐻

2
𝑚𝑚� (3)

where B = 40 tan β, with tan β the local bottom slope; 𝐴𝐴 𝐴𝐴mean is a mean frequency, usually computed as the ratio 
m1/m0 (see Equation 1); 𝐴𝐴 𝐴𝐴𝑏𝑏 is the local fraction of breaking (and broken) waves and 𝐴𝐴 𝐴𝐴𝑚𝑚 is the local maximum 
possible wave height estimated by means of a parameterized Miche-type breaking criterion. Under the shallow 
water assumption, 𝐴𝐴 𝐴𝐴𝑚𝑚 reads:

𝐻𝐻𝑚𝑚 = 𝛾𝛾𝛾� (4)

where 𝐴𝐴 𝐴𝐴 is the breaking index, an adjustable coefficient, usually kept constant at 0.73 following the calibration 
performed by Battjes and Stive (1985). However, as pointed out by Pezerat et al. (2021), the introduction of the 
adaptive breaking coefficient requires a newly calibrated breaking index. Based on sensitivity tests performed 
with the model on 𝐴𝐴 𝐴𝐴𝑚𝑚0 results considering the entire data set (not shown), a constant value of 𝐴𝐴 𝐴𝐴  = 0.60 was consid-
ered for this study. It is worth noting that this value might show some site- or wave conditions-specificity, but it 
is not the purpose of this study to propose an extensive calibration of the breaking index. Finally, following the 
approach of Eldeberky and Battjes (1996), the corresponding source term in WWM is computed by distributing 

𝐴𝐴 𝐴𝐴𝑑𝑑𝑑𝑑 over frequencies and directions in proportion to the spectral action density:

𝑆𝑆𝑑𝑑𝑑𝑑 = −
𝐷𝐷𝑑𝑑𝑑𝑑

𝐸𝐸𝑡𝑡𝑡𝑡𝑡𝑡

𝑁𝑁 where 𝐸𝐸𝑡𝑡𝑡𝑡𝑡𝑡 = 𝜌𝜌𝜌𝜌 ∫
𝜎𝜎
∫
𝜃𝜃

𝐸𝐸𝐸𝐸𝐸𝐸′𝑑𝑑𝑑𝑑′� (5)
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3.1.2.  Other Source Terms

The wind input (𝐴𝐴 𝐴𝐴𝑖𝑖𝑖𝑖 ) and dissipation by whitecapping (𝐴𝐴 𝐴𝐴𝑑𝑑𝑑𝑑 ) are formulated according to the parameterization of 
Ardhuin et al. (2010). Non-linear quadruplet interactions (𝐴𝐴 𝐴𝐴𝑛𝑛𝑛𝑛𝑛4 ) are taken into account following the approach 
of Hasselmann et  al.  (1985), whereas the non-linear triad interactions (𝐴𝐴 𝐴𝐴𝑛𝑛𝑛𝑛𝑛3 ) are parameterized following the 
approach of Eldeberky  (1997). Finally, the formulation of the energy dissipation by bottom friction (𝐴𝐴 𝐴𝐴𝑏𝑏𝑏𝑏 ) is 
adapted from Tolman (1994). This formulation is based on the model of Madsen et al. (1988) with a parame-
terization of the roughness issued from Grant and Madsen (1982), and was subsequently adapted by Ardhuin 
et al. (2003) based on the SHOWEX experiment.

3.2.  Parameterization of SCHISM

3.2.1.  Non-Conservative Wave Forces

The non-conservative wave forcing due to wave breaking 𝐴𝐴
[

𝐹𝐹𝑏𝑏𝑏𝑏𝑏𝑏𝑏, 𝐹𝐹𝑏𝑏𝑏𝑏𝑏𝑏𝑏

]

 includes the effect of whitecapping and 
depth-induced breaking further modified due to the action of wave rollers (cf., Appendix A for the description 
of the roller model):

[

𝐹𝐹𝑏𝑏𝑏𝑏𝑏𝑏𝑏, 𝐹𝐹𝑏𝑏𝑏𝑏𝑏𝑏𝑏

]

=
𝛿𝛿𝑧𝑧𝑧 𝑧𝑧𝑧

𝜌𝜌

(

−∫
𝜎𝜎
∫
𝜃𝜃

𝑘𝑘 ((1 − 𝛼𝛼𝑅𝑅)𝑆𝑆𝑑𝑑𝑑𝑑 + 𝑆𝑆𝑑𝑑𝑑𝑑)
[

cos𝜃𝜃′, sin𝜃𝜃′
]

𝑑𝑑𝑑𝑑′𝑑𝑑𝑑𝑑′ +
𝐷𝐷𝑅𝑅

𝜎𝜎𝑝𝑝

𝑘𝑘𝑝𝑝 [cos𝜃𝜃𝑚𝑚, sin𝜃𝜃𝑚𝑚]

)

� (6)

where the vertical distribution function is given by a delta function 𝐴𝐴 𝐴𝐴𝑧𝑧𝑧 𝑧𝑧𝑧 , such that the breaking-induced momen-
tum is injected within the first cell below the free surface (Bennis et al., 2011). The roller model shows bearly any 
effect at both offshore locations, while the current intensity slightly increases with 𝐴𝐴 𝐴𝐴𝑅𝑅 at the ADV location (not 
shown). The model best-fit results were obtained with 𝐴𝐴 𝐴𝐴𝑅𝑅 = 0.5 .

The bottom streaming corresponds to the stress along the direction of wave propagation that accompanies the 
dissipation of wave energy by bottom friction within the wave boundary layer (Longuet-Higgins, 1953). The 
corresponding body force 𝐴𝐴

[

𝐹𝐹𝑤𝑤𝑤𝑤𝑤𝑤𝑤, 𝐹𝐹𝑤𝑤𝑤𝑤𝑤𝑤𝑤

]

 is formulated by means of an upward decaying vertical distribution of the 
wave energy dissipation by bottom friction (Uchiyama et al., 2010):

[

𝐹𝐹𝑤𝑤𝑤𝑤𝑤𝑤𝑤, 𝐹𝐹𝑤𝑤𝑤𝑤𝑤𝑤𝑤

]

= −
𝑓𝑓𝑤𝑤𝑤𝑤

(𝑧𝑧)

𝜌𝜌 ∫
𝜎𝜎
∫
𝜃𝜃

𝑘𝑘𝑘𝑘𝑏𝑏𝑏𝑏

[

cos𝜃𝜃′, sin𝜃𝜃′
]

𝑑𝑑𝑑𝑑′𝑑𝑑𝑑𝑑′� (7)

where 𝐴𝐴 𝐴𝐴𝑤𝑤𝑤𝑤 is a vertical distribution function given by:

𝑓𝑓𝑤𝑤𝑤𝑤
(𝑧𝑧) =

1 − tanh(𝑘𝑘𝑤𝑤𝑤𝑤(𝑑𝑑 + 𝑧𝑧))
2

∫ 𝜂̄𝜂

−𝑑𝑑
1 − tanh(𝑘𝑘𝑤𝑤𝑤𝑤(𝑑𝑑 + 𝑧𝑧))

2
𝑑𝑑𝑑𝑑

� (8)

where 𝐴𝐴 1∕𝐾𝐾wd = 𝑎𝑎𝑤𝑤𝑤𝑤𝛿𝛿wbl is a decay length proportional to the wave boundary layer thickness (𝐴𝐴 𝐴𝐴wbl ). Within 
SCHISM, 𝐴𝐴 𝐴𝐴wbl is derived from the wave boundary layer model of Madsen (1995) that is used to compute the appar-
ent roughness length for the parameterization of the bottom friction within the circulation model (Section 3.2.3). 
The proportionality coefficient 𝐴𝐴 𝐴𝐴wd is taken equal to unity, such that the decay length matches the theoretical wave 
boundary layer thickness for monochromatic waves although laboratory measurements of the bottom boundary 
layer under random waves suggest a significant increase in the thickness, that is, 𝐴𝐴 𝐴𝐴𝑤𝑤𝑤𝑤 > 1 (Klopman, 1994).

3.2.2.  Wave-Enhanced Turbulence at the Surface

The circulation model is supplemented by a K − ω turbulence closure model retrieved from the Generic Length 
Scale (GLS) two-equation turbulence closure model within the framework of the General Ocean Turbulence 
Model (GOTM, Burchard et al., 1999; Umlauf et al., 2005). At the water surface, the turbulence closure model 
accounts for a TKE injection by breaking waves (K in m 2/s 2) through a flux-type boundary condition assuming a 
power law for the vertical decay of K (Umlauf & Burchard, 2003), which reads:

𝜈𝜈

𝜎𝜎𝐾𝐾

𝜕𝜕𝜕𝜕

𝜕𝜕𝜕𝜕
= 𝐹𝐹𝐾𝐾

(

𝑧𝑧𝑠𝑠
0
− 𝑧𝑧′

𝑧𝑧𝑠𝑠
0

)

3

2
𝛼𝛼

at 𝑧𝑧 = 𝜂̄𝜂� (9)
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where 𝐴𝐴 𝐴𝐴𝐾𝐾 (in m 3/s 3) is the surface flux of energy injected into the water column, ν is the vertical eddy viscosity, 
𝐴𝐴 𝐴𝐴𝐾𝐾 is the turbulent Schmidt number for K, α is the spatial decay rate of TKE in the wave enhanced layer, 𝐴𝐴 𝐴𝐴𝑠𝑠

0
 is 

the surface mixing length and z′ is the distance below the surface at which the flux is imposed. For numerical 
reason, z′ is prescribed as half the height of the top cell, such that the boundary condition for K requires a refined 
discretization of the vertical grid near the surface. The surface mixing length 𝐴𝐴

(

𝑧𝑧𝑠𝑠
0

)

 controls the depth of penetra-
tion for the injected TKE. There are strong uncertainties over this quantity, which has been either parameterized 
as a constant (e.g., 𝐴𝐴 𝐴𝐴𝑠𝑠

0
= 0.2  m, Feddersen & Trowbridge, 2005) or as a function of the significant wave height: 

𝐴𝐴 𝐴𝐴𝑠𝑠
0
= 𝛼𝛼𝑤𝑤𝐻𝐻𝑚𝑚0 , with 𝐴𝐴 𝐴𝐴𝑤𝑤 = (1) (see Moghimi et al., 2016, for a short review). Following the approach of Feddersen 

and Trowbridge (2005), the surface flux of TKE injected at the surface scales with the energy dissipated through 
wave-related processes at the surface:

𝐹𝐹𝐾𝐾 =
𝑐𝑐𝑑𝑑𝑑𝑑

𝜌𝜌

(

− (1 − 𝛼𝛼𝑅𝑅)∫
𝜎𝜎
∫
𝜃𝜃

𝜎𝜎′𝑆𝑆𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑
′𝑑𝑑𝑑𝑑′ +𝐷𝐷𝑅𝑅

)

−
𝑐𝑐𝑑𝑑𝑑𝑑

𝜌𝜌 ∫
𝜎𝜎
∫
𝜃𝜃

𝜎𝜎′𝑆𝑆𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑
′𝑑𝑑𝑑𝑑′� (10)

where the coefficients 𝐴𝐴 𝐴𝐴𝑑𝑑𝑑𝑑 and 𝐴𝐴 𝐴𝐴𝑑𝑑𝑑𝑑 control the amount of energy injected to the water column. The range of 
value 0.01–0.25 has been proposed in the literature for 𝐴𝐴 𝐴𝐴𝑑𝑑𝑑𝑑 (e.g., Feddersen, 2012a, 2012b; Feddersen & Trow-
bridge, 2005; Huang et al., 2009), while Paskyabi et al. (2012) suggest 𝐴𝐴 𝐴𝐴𝑑𝑑𝑑𝑑 ≃ 1 . The model best-fit results were 
obtained with 𝐴𝐴 𝐴𝐴𝑠𝑠

0
= 𝛼𝛼𝑤𝑤𝐻𝐻𝑚𝑚0 , 𝐴𝐴 𝐴𝐴𝑤𝑤 = 1 ; 𝐴𝐴 𝐴𝐴𝑑𝑑𝑑𝑑 = 0.15 and 𝐴𝐴 𝐴𝐴𝑑𝑑𝑑𝑑  = 1.

3.2.3.  Bottom Boundary Condition

The bottom boundary condition imposes a balance between the internal Reynolds stress and the bottom frictional 
stress: 𝐴𝐴

[

𝜏𝜏𝑏𝑏𝑏𝑏𝑏, 𝜏𝜏𝑏𝑏𝑏𝑏𝑏
]

𝜈𝜈
𝜕𝜕 [𝑢̂𝑢𝑢 𝑢𝑢𝑢]

𝜕𝜕𝜕𝜕
=

[

𝜏𝜏𝑏𝑏𝑏𝑏𝑏, 𝜏𝜏𝑏𝑏𝑏𝑏𝑏
]

𝜌𝜌
at 𝑧𝑧 = −𝑑𝑑� (11)

The law of the wall is then assumed, leading to a logarithmic profile for the velocity within a constant stress 
layer that presumably contains the bottom cell while the bottom stress is formulated with a quadratic bottom drag 
parameterization. The bottom stress finally reads (e.g., Blumberg & Mellor, 1987):

[

𝜏𝜏𝑏𝑏𝑏𝑏𝑏, 𝜏𝜏𝑏𝑏𝑏𝑏𝑏
]

= 𝜌𝜌𝜌𝜌𝑑𝑑

√

𝑢̂𝑢2
𝑏𝑏
+ 𝑣̂𝑣2

𝑏𝑏
[𝑢̂𝑢𝑏𝑏, 𝑣̂𝑣𝑏𝑏] with 𝐶𝐶𝑑𝑑 =

⎛

⎜

⎜

⎜

⎝

𝜅𝜅

ln

(

𝛿𝛿𝑏𝑏

𝑧𝑧0

)

⎞

⎟

⎟

⎟

⎠

2

� (12)

where 𝐴𝐴 𝐴𝐴𝑑𝑑 is the friction factor, 𝐴𝐴 [𝑢̂𝑢𝑏𝑏, 𝑣̂𝑣𝑏𝑏] is the velocity at the top of the bottom computational cell, κ is the von 
Kármán's constant, 𝐴𝐴 𝐴𝐴𝑏𝑏 is the thickness of the bottom cell (in m) and 𝐴𝐴 𝐴𝐴0 is the bottom roughness length (in m). 
In the presence of waves, the wave-current interaction theory by Madsen (1995) as modified by Mathisen and 
Madsen (1999) is applied to compute an apparent roughness length 𝐴𝐴 𝐴𝐴𝑎𝑎

0
 , which further replaces 𝐴𝐴 𝐴𝐴0 in the expression 

of 𝐴𝐴 𝐴𝐴𝑑𝑑 , and thus allows to account for the enhanced roughness experienced by the current in presence of waves. 
This approach takes as input a (physical) bottom roughness length (𝐴𝐴 𝐴𝐴0 ) to provide an expression of the wave 
boundary layer thickness and 𝐴𝐴 𝐴𝐴𝑎𝑎

0
 following a numerical procedure described in H. Zhang et al.  (2004). In this 

study, 𝐴𝐴 𝐴𝐴0 varies spatially between 0.1 and 5 mm to account for the seabed granulometric variability based on the 
sea-bottom nature map provided by the Hydrographic and Oceanographic French Office.

3.3.  Model Implementation

The coupling between SCHISM and WWM is made at the source code level. Both models share the same 
unstructured grid and domain decomposition. The horizontal spatial resolution ranges from 2 km at the offshore 
boundary down to 20 m in the surf zone. The vertical grid for the circulation model is discretized using 25 S-lev-
els stretched near the surface and the bottom. The time step for the circulation model is set to 10 s whereas WWM 
is running in implicit mode (Abdolali et al., 2020; Booij et al., 1999). This allows to relax the constraint for the 
time step of the wave module, which was set to 300 s. Finally, the spectral space in WWM was discretized in 36 
directions covering the entire trigonometric circle and 24 frequencies ranging from 0.03 to 0.4 Hz.
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At the domain offshore boundaries, the tidal forcing was computed considering the 16 main constituents linearly 
interpolated from the regional tidal model of Bertin et al. (2012), whereas WWM was forced with timeseries of 
energy spectra obtained from a North Atlantic application of the spectral wave model WaveWatch III (WW3, 
Tolman, 1991). For both SCHISM and WWM, the atmospheric forcing consisted of MSL pressure and wind 
speed at 10 m issued from the meteorological operational model ARPEGE (e.g., Déqué et al., 1994), interpo-
lated onto a 0.1° regular grid. WW3 was forced with wind fields at 10 m originating from the Climate Forecast 
System Reanalysis (CFSR, Saha et al., 2011) extracted from a 0.2° regular grid covering the entire North Atlantic 
basin. ARPEGE was preferred to CFSR for our local application of the modeling system considering its slightly 
improved predictive skills as compared to measurements of wind speed and direction at the nearby meteorologi-
cal station of Chassiron (Figure 1).

4.  Observations and Predictive Skills of the Model
A comparison between measurements and model best-fit results (run Rref) is presented. The overall model 
performance for each quantity is assessed with the normalized bias (NB) and the normalized root mean square 
error (NRMSE):

NB(𝑋𝑋) =

⎧

⎪

⎪

⎨

⎪

⎪

⎩

𝑋̂𝑋 −𝑋𝑋

(max𝑋𝑋 − min𝑋𝑋)
× 100 if 𝑋𝑋 ≃ 0

𝑋̂𝑋 −𝑋𝑋

𝑋𝑋
× 100

� (13)

NRMSE(𝑋𝑋) =

⎧

⎪

⎪

⎪

⎨

⎪

⎪

⎪

⎩

√

(

𝑋̂𝑋 −𝑋𝑋
)2

(max𝑋𝑋 − min𝑋𝑋)
× 100 if 𝑋𝑋 ≃ 0

√

√

√

√

(

𝑋̂𝑋 −𝑋𝑋
)2

𝑋𝑋2

× 100

� (14)

where 𝐴𝐴 𝐴𝐴 and 𝐴𝐴 𝑋̂𝑋 respectively correspond to the measured and modeled quantity and the overbar denotes the aver-
age over the timeseries.

4.1.  Water Levels and Short Waves

Phase-averaged surface elevation variations are very well reproduced by the model at the AWAC and ADCP 
600 kHz locations (Figures 2a and 2b), with a NRMSE lower than 6% obtained at both locations. The negative 
bias observed at the AWAC location (NB = −4.1%) could be attributed to pressure sensor drift, as it increases 
in time while such bias is not observed at the nearby ADCP 600 kHz location. Model results on short waves 
are compared to observations by means of bulk parameters computed with moments integrated over the same 
frequency range as the data. These are very well reproduced by the model at both locations (Figures 2c–2h) with a 
NRMSE on both 𝐴𝐴 𝐴𝐴𝑚𝑚0 and 𝐴𝐴 𝐴𝐴𝑚𝑚𝑚𝑚 below 7%, only the continuous peak period is slightly underestimated at the storm 
peak, resulting in a negative NB of −7.3% at the ADCP 600 kHz location. This problem might be explained by 
the fact that spectral wave models allow to represent energy transfers toward higher harmonics by sum self inter-
actions with the LTA formulation of (Eldeberky, 1997) but not by difference interactions. Thus, the model cannot 
represent transfers from the gravity band toward the IG band and the subsequent transfers back to the gravity band 
by the generation of IG wave higher harmonics (e.g., Bertin et al., 2020), nor direct transfers toward low frequen-
cies in the gravity band (e.g., De Bakker et al., 2015). Both field measurements at the ADCP 600 kHz location 
and model results show that 𝐴𝐴 𝐴𝐴𝑚𝑚0 is tidally modulated when exceeding approximately 2 m at the AWAC location 
(Figure 2d). Such modulation also occurs at the storm peak at the AWAC location (𝐴𝐴 𝐴𝐴𝑚𝑚0 ≃ 6m , Figure 2c). This 
clearly suggests that depth-induced breaking starts being substantial as far as 4  km away from the shoreline 
(≃12.5 m-depth) under energetic conditions. In addition 𝐴𝐴 𝐴𝐴𝑚𝑚𝑚𝑚 period is also tidally modulated, highlighting the 
significant contribution of the non-linear triad interactions, whose intensity varies with the water-depth. As the 
water-depth decreases, more energy is transferred toward the higher harmonics by non-linear triad interactions, 
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such that 𝐴𝐴 𝐴𝐴𝑚𝑚𝑚𝑚 decreases. Within the inter-tidal area most of the differences between model results and measure-
ments are observed for water-depths below 1 m (see Figure 3). Water levels and significant wave heights are well 
reproduced by the model with a NRMSE computed over all sensors that respectively reaches 10.4% and 10.8%. 
The 𝐴𝐴 𝐴𝐴𝑚𝑚𝑚𝑚 period is not shown because a significant amount of energy is transferred toward the IG band, which 
can partly go back to the gravity band through the generation of IG wave higher harmonics (Bertin et al., 2020), 
resulting in an increase of 𝐴𝐴 𝐴𝐴𝑚𝑚02 , a process that cannot be reproduced by the phase-averaged model.

4.2.  Cross-Shore Circulation

The model results for Rref on the cross-shore velocity component show a fairly good agreement with meas-
urements from the AWAC and the ADCP 600 kHz as shown Figure 4 below the lowest sea surface tidal level. 
Overall, the NRMSE varies between 13.9% and 20%, while the NB fluctuates between −2.9% and 5.6%. Note, 
however, that measurements from the ADCP 600 kHz are more scattered under energetic wave conditions. First, 
this might be partly due to measurement artifacts associated with the generation of bubbles in the water column 
by depth-induced breaking, which is particularly active at this location (cf. Section  4.1). Second, as vertical 
current profile measurements are 10 min-averaged, there may be an aliasing of the signal associated with currents 
induced by IG waves, whose period can exceed 300 s at this beach under storm conditions (Bertin et al., 2020). As 
averaging currents over a longer period within a thicker cell results in a more accurate measurement of the current 
velocity, we arbitrarily discarded current profile velocity measurement that departed by more than 0.15 m/s from 
the 20 min-averaged velocity measurement performed during the wave cycle within the fixed 2 m-high cell (see 
the red triangles in Figure 4). Both model results and measurements clearly show that the cross-shore velocity 
is mostly offshore-directed under energetic wave conditions reaching almost −0.5 m/s at the AWAC location 
around the 31/01/2021. The model results for a run performed without waves (Rnowave), which only accounts for 
the tides and the atmospheric forcing, show a strong positive bias at both locations (e.g., the NB reaches 27.3% 
at the ADCP 600 kHz location), so that the comparison between Rref and Rnowave highlights the significant 
contribution of the wave-induced current to the cross-shore flow. Based on this comparison, the contribution of 
the wave-induced current at the peak of the storm reaches as much as 0.25 m/s.

Figure 2.  Measured and simulated phase-averaged free surface elevation 𝐴𝐴 (𝜂̄𝜂) , significant wave height (𝐴𝐴 𝐴𝐴𝑚𝑚0 ), mean period 
(𝐴𝐴 𝐴𝐴𝑚𝑚𝑚𝑚 ) and continuous peak period (𝐴𝐴 𝐴𝐴𝑝𝑝𝑝𝑝 ) timeseries at the AWAC (left panels) and Acoustic Doppler Current Profilers (ADCP) 
600 kHz (right panels) locations using the configuration of reference (Rref).
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Figure 3.  Scatter plot of the measured and simulated water depth (panel a) and significant wave height (𝐴𝐴 𝐴𝐴𝑚𝑚0 , panel b) at the 
inner surf zone sensors locations using the configuration of reference (Rref).

Figure 4.  Measured and simulated cross-shore velocity component timeseries at the AWAC (left panel) and Acoustic Doppler Current Profilers (ADCP) 600 kHz (right 
panel) locations displayed for each vertical bin below the sea surface lowest level. Model results are presented for the run of reference (Rref) and for a run performed 
without waves (Rnowave). Red triangles tag the discarded measurements. The vertical position of each bin (denoted b) is measured from the bottom and hab stands for 
height above the sea-bed. The time range of the storm event is delimited by the gray background.
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At the ADV location, burst-averaged cross-shore velocity measurements are quite scattered, especially during the 
second and third tidal cycle with fluctuations reaching 0.2 m/s. The 30-min averaged current velocities suggest 
the presence of Very Low Frequency oscillations (VLF, frequencies below 4 mHz), while IG waves contribution 
was presumably filtered. The analysis of the whole data set revealed that waves were mostly normally incident 
during the storm event, which is quite common during energetic event at this site (Bertin et al., 2008). As a conse-
quence, mean longshore currents remained weak during the field campaign (ranging from −0.10 to 0.15 m/s) and 
were alternatively northward and southward-directed within a very wide surf zone (not shown). Shear instabilities 
of mean longshore currents, which require the presence of a strong shear (e.g., associated with highly oblique 
large waves breaking over a bar, see Noyes et al., 2004; Oltman-Shay et al., 1989) cannot therefore explain such 
VLF motions. Instead, it could be attributed to the breaking of energetic wave groups that has been identified 
as a mechanism for the generation of surf zone eddies through the generation of vorticity at the scale of indi-
vidual waves or wave groups (Feddersen, 2014; Long & Özkan-Haller, 2009), which is then transferred to VLF 
frequencies and larger spatial scales through non-linear inverse energy cascades (Elgar & Raubenheimer, 2020; 
Feddersen, 2014).

These complex dynamical features cannot be reproduced by the present phase-averaged modeling approach, 
which undermines the comparison with the field observations (the NRMSE on the cross-shore velocity compo-
nent reaches 24.9%). Both model results and observations qualitatively show that the cross-shore velocity compo-
nent is dominated by a wave-induced seaward-oriented current, whose intensity increases with the significant 
wave height (Figures 5b and 5c). As more energy is dissipated by depth-induced breaking when the significant 
wave height increases, it further suggests that non-conservative breaking wave force strengthens locally this 
seaward-oriented current.

5.  Discussion
The results clearly show that the wave-induced circulation plays a crucial role on the cross-shore flow. Circula-
tion patterns show a strong seaward-directed current in the lower part of the water column as far as 4 km from 
the shoreline, which cannot be reproduced by solely accounting for the wind and the tidal forcing. This unsteady 
cross-shore circulation is quite well reproduced by the model, which shows excellent predictive skills for short 
waves with errors on bulk parameters ranging from 4% to 9%. Switching off the wind does not significantly 
impact the results on short waves because the local wave growth remains weak (not shown). A new configuration 

Figure 5.  Measured and simulated water depth (panel a), significant wave height (𝐴𝐴 𝐴𝐴𝑚𝑚0 , panel b) and cross-shore velocity 
component timeseries (𝐴𝐴 𝐴𝐴𝐴 , panel c) at the Acoustic Doppler Velocimeter location.
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of the model was thus setup with wind and tidal forcing switched off in order to investigate the driving mech-
anisms of the wave-induced circulation while bypassing the unsteadiness associated with tides and wind. This 
configuration was run for two distinct 24 hr-periods associated with storm waves (𝐴𝐴 𝐴𝐴𝑚𝑚0 = 5.3m – 30/01/2021) and 
moderate wave energy conditions (𝐴𝐴 𝐴𝐴𝑚𝑚0 = 2.0m – 04/02/2021).

5.1.  Wave Energy Dissipation Patterns

Considering the significant contribution of the wave energy dissipation processes either on the TKE injection 
or through the non-conservative wave forces, the energy dissipation rates associated with depth-induced break-
ing (𝐴𝐴 𝐴𝐴𝑑𝑑𝑑𝑑 ), whitecapping (𝐴𝐴 𝐴𝐴𝑑𝑑𝑑𝑑 ) and bottom friction (𝐴𝐴 𝐴𝐴𝑏𝑏𝑏𝑏 ) are first examined following the approach of Pezerat 
et al. (2021), based on the empirical ratio 𝐴𝐴 𝐴𝐴 reading:

𝑅𝑅 =
𝐷𝐷𝑑𝑑𝑑𝑑

(𝐷𝐷𝑑𝑑𝑑𝑑 +𝐷𝐷𝑏𝑏𝑏𝑏 +𝐷𝐷𝑑𝑑𝑑𝑑)
with 𝐷𝐷𝑥𝑥 = ∫

𝜎𝜎
∫
𝜃𝜃

𝜎𝜎′𝑆𝑆𝑥𝑥𝑑𝑑𝑑𝑑
′𝑑𝑑𝑑𝑑′� (15)

where the subscript 𝐴𝐴 𝐴𝐴 represents either of the 𝐴𝐴 “db, " “ds” or 𝐴𝐴 “𝑏𝑏𝑏𝑏” subscripts. As shown in Figure  6 along a 
cross-shore profile (see Figure  1), one can distinguish three typical areas. Offshore (zone I, 𝐴𝐴 𝐴𝐴   <  0.1), wave 
energy dissipation is mostly associated with bottom friction. Closer to shore, a transition zone appears (zone II, 
0.1 < 𝐴𝐴 𝐴𝐴  < 0.9), within which bottom friction, whitecapping and depth-induced breaking together significantly 
contribute to the incident wave energy dissipation, before depth-induced breaking becomes dominant (zone III, 

𝐴𝐴 𝐴𝐴  > 0.9). Most notably, the transition zone is much wider under high wave energy conditions (approximately 
6 km-long spaning from approximately 15 m- to 5 m-depth) than under moderate wave energy conditions (less 
than 1 km-long with water depth comprised between 5 and 7 m). The edge of the third zone is approximately 
located at the same distance from the shoreline in both situations (≃5 m-depth). Interestingly, the wave energy 
dissipation rates associated with whitecapping and bottom friction are of the same order within the zones I and 
II under high wave energy conditions, and even dominate the depth-induced breaking contribution over approx-
imately 5 km up to a water-depth of the order of 15 m (Figure 6a). Although it is commonly understood that the 
surf zone is widening under storm waves, it appears more appropriate to introduce this conceptual transition zone, 
while the third zone more likely corresponds to the inner surf zone. It is worth noting that the development of this 

Figure 6.  Wave energy dissipation rates profiles associated with bottom friction (𝐴𝐴 𝐴𝐴𝑏𝑏𝑏𝑏 ), whitecapping (𝐴𝐴 𝐴𝐴𝑑𝑑𝑑𝑑 ), depth-induced 
breaking (𝐴𝐴 𝐴𝐴𝑑𝑑𝑑𝑑 ) and roller energy dissipation rates 𝐴𝐴 ((1 − 𝛼𝛼𝑅𝑅)𝐷𝐷𝑑𝑑𝑑𝑑 +𝐷𝐷𝑅𝑅) under high (a) or moderate (b) wave energy conditions.
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wide transition zone is also presumably related to the gentle and smoothly 
increasing bottom slope that characterizes the study area, while the transi-
tion to a regime dominated by depth-induced breaking is much more abrupt 
over barred beach or fringing environments. It would be thus interesting 
to perform similar analysis in contrasted environments, with a diversity of 
beach profiles and bottom substrate.

The roller model shows a weak effect on the location where energy is dissi-
pated. This could be presumably attributed to the gentle bottom slope char-
acterizing the study area, while previous studies highlighted the significant 
roller effect over a barred and steeper beach (e.g., Kumar et al., 2012; Reniers 
et al., 2004; Uchiyama et al., 2010; Zheng et al., 2017).

5.2.  Sensitivity to Vertical Mixing

The results presented above show a substantial wave energy dissipation asso-
ciated with whitecapping and depth-induced breaking as far as 6 km from the 
shoreline under energetic conditions, which further suggest that a substantial 
amount of TKE could be injected at the surface. Three principal parameters 
control the injection of TKE at the surface (𝐴𝐴 𝐴𝐴𝑑𝑑𝑑𝑑 and 𝐴𝐴 𝐴𝐴𝑑𝑑𝑑𝑑 ) and its vertical decay 

𝐴𝐴
(

𝑧𝑧𝑠𝑠
0

)

 . If we consider the default value taken for 𝐴𝐴 𝐴𝐴𝑑𝑑𝑑𝑑 and 𝐴𝐴 𝐴𝐴𝑑𝑑𝑑𝑑 , we note that 
for equivalent energy dissipated through whitecapping and depth-induced 
breaking (i.e., 𝐴𝐴 𝐴𝐴𝑑𝑑𝑑𝑑  ∼ 𝐴𝐴 𝐴𝐴𝑑𝑑𝑑𝑑 ), more weight is given to the whitecapping contri-
bution. Previous studies have highlighted the effect of breaking-wave-gener-
ated turbulence on the mean circulation within the surf zone, which results in 
a reduction of the vertical shear of the horizontal current (e.g., Feddersen & 
Trowbridge, 2005; Kumar et al., 2012). In intermediate water depths, Pask-
yabi et al. (2012) showed that surface currents associated with Ekman trans-
port are better reproduced when accounting for whitecapping contribution to 
the wave-enhanced mixing, while Lentz et al. (2008) used a crude parameter-
ization based on the wind stress for the vertical eddy viscosity for their study 
over the inner continental shelf. Overall, the contribution of the wave-en-
hanced turbulence to the mean circulation under the combined effects of 
depth-induced breaking and whitecapping has thus never been evaluated 
across the shoreface (note that Kumar et al., 2012, gathered both contribu-
tions to compute the surface flux of TKE and used 𝐴𝐴 𝐴𝐴𝑑𝑑𝑑𝑑  = 𝐴𝐴 𝐴𝐴𝑑𝑑𝑑𝑑 ). In addition, 
a sensitivity analysis of the vertical shear of the mean cross-shore current 
to the parameterization of the surface mixing length 𝐴𝐴 𝐴𝐴𝑠𝑠

0
 was performed to 

supplement the study of Moghimi et al. (2016), who highlighted the sensitiv-
ity of turbulence closure models to 𝐴𝐴 𝐴𝐴𝑠𝑠

0
 because of the power law for the decay 

of the TKE. Three additional runs were thus retained (see Table 1) to assess 
the sensitivity of the vertical mixing to the parameterization of the TKE 
injection and how it further impacts the cross-shore circulation. The results 
are compared along vertical profiles of TKE 𝐴𝐴 (𝐾𝐾) , vertical eddy viscosity 𝐴𝐴 (𝜈𝜈) 
and cross-shore quasi-Eulerian velocity component 𝐴𝐴 (𝑢̂𝑢) distributed along the 
aforementioned cross-shore profile (see Figure 7 and Table 2).

Under storm conditions, whitecapping explains more than two-third of 
the TKE injected at the surface in regions I and II. This greatly affects the 
mixing in the upper third of the water column (see ν almost doubled at some 
locations between Rref and Rturb1 in Figure 7). Note, however, that it only 
slightly impacts the cross-shore circulation (𝐴𝐴 RD (𝑢̂𝑢) ⩽ 7% , see the compari-
sons Rturb1/Rref and Rturb3/Rturb2 in Table 2), with the largest differences 
being found in the upper part of the water column. Furthermore, in both high 
or moderate wave energy conditions, the model shows a strong sensitivity 

Mixing length

𝐴𝐴 𝐴𝐴𝑤𝑤 = 1 𝐴𝐴 𝐴𝐴𝑤𝑤  = 0.5

𝐴𝐴 𝐴𝐴𝐾𝐾 𝐴𝐴 𝐴𝐴𝑑𝑑𝑑𝑑  = 1 Rref Rturb2

𝐴𝐴 𝐴𝐴𝑑𝑑𝑑𝑑  = 0 Rturb1 Rturb3

Note. The mixing length increases with 𝐴𝐴 𝐴𝐴𝑤𝑤 while 𝐴𝐴 𝐴𝐴𝑑𝑑𝑑𝑑 controls the TKE 
injection associated with wave energy dissipation through whitecapping.

Table 1 
Turbulence Settings for the Runs Rref, Rturb1, Rturb2 and Rturb3

Rturb1/Rref Rturb3/Rturb2 Rturb2/Rref Rturb3/Rturb1

HE zone I

RD𝐴𝐴 (K) 92 88 30 5

RD𝐴𝐴 (𝜈𝜈) 62 49 42 8

RD𝐴𝐴 (𝑢̂𝑢) 3 6 12 4

zone II

RD𝐴𝐴 (𝐾𝐾) 60 56 27 21

RD𝐴𝐴 (𝜈𝜈) 25 23 41 28

RD(𝐴𝐴 (𝑢̂𝑢) 7 4 28 19

zone III

RD𝐴𝐴 (K ) 2 2 16 16

RD𝐴𝐴 (𝜈𝜈) <1 <1 29 29

RD𝐴𝐴 (𝑢̂𝑢) <1 <1 30 30

LE zone I

RD𝐴𝐴 (K) 66 60 25 12

RD𝐴𝐴 (𝜈𝜈) 26 18 26 12

RD(𝐴𝐴 𝐴𝐴𝐴 ) 2 2 10 7

zone II

RD𝐴𝐴 (K) 30 28 24 21

RD𝐴𝐴 (𝜈𝜈) 10 9 29 25

RD(𝐴𝐴 𝐴𝐴𝐴 ) 2 2 32 27

zone III

RD𝐴𝐴 (K) 4 3 16 16

RD𝐴𝐴 (𝜈𝜈) <1 <1 29 29

RD𝐴𝐴 (𝑢̂𝑢) <1 <1 30 30

Note. High RD values indicate a strong sensitivity to turbulence settings, 
either to the mixing length or the surface flux of TKE.

Table 2 
Relative Difference (in %) 𝐴𝐴 RD1∕2(𝑋𝑋) = |𝑋̂𝑋1 − 𝑋̂𝑋2|∕|𝑋̂𝑋2| of Modeled 
Turbulent Kinetic Energy (𝐴𝐴 𝐴𝐴 ), Vertical Eddy Viscosity 𝐴𝐴 (𝜈𝜈) and Cross-Shore 
Velocity 𝐴𝐴 (𝑢̂𝑢) Vertical Profiles for the Different Configurations of the Model 
Within the Three Delimited Area Introduced in Section 5.1, Under High 
(HE) or Moderate (LE) Wave Energy Conditions
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to the parameterization of the surface mixing length, which strengthens as the injection of TKE at the surface 
increases closer to shore (within the zones II and III, see Table 2). With a shorter surface mixing length, the 
eddy viscosity at the surface is weaker, such that the cross-shore velocity profiles are more sheared (see Figure 7 
under high wave energy conditions, while similar results – not shown – are found under moderate wave energy 
conditions). As a result, the orientation of the cross-shore flow near the surface even changes for one profile 
within the zone II under high energy condition with a shorter mixing length. The relative difference on the cross-
shore velocity reaches 32% depending on the parameterization of 𝐴𝐴 𝐴𝐴𝑠𝑠

0
 . Interestingly, comparing Rturb2/Rref and 

Rturb3/Rturb1 tends to show that the sensitivity to the parameterization of the surface mixing length is stronger 
depending on the contribution of the whitecapping to the TKE injection (see Table 2). Overall, it appears that the 
parameterization of the TKE injection impacts the vertical shear of the cross-shore velocity as far as 6 km from 
the shoreline under energetic conditions.

5.3.  Wave-Induced Circulation Patterns and Forcing Mechanisms

Under moderate wave energy conditions, non-conservative breaking wave forces arise relatively close to shore, 
up to 1 km from the shoreline (Figure 8a) and are mostly associated with depth-induced breaking, which domi-
nates the wave energy dissipation within the zones II and III (Figure 6b). The quasi-Eulerian cross-shore flow 
therefore shows a strong seaward-directed current reaching 0.3 m/s in the lower part of the water column, whereas 
a shoreward-directed current arises near the surface (Figure 8c). The depth-averaged quasi-Eulerian cross-shore 
flow (i.e., the undertow) nearly compensates for the depth-averaged cross-shore Stokes drift velocity component 

Figure 7.  Vertical profiles of turbulent kinetic energy (K, panel a), vertical eddy viscosity (ν, panel b) and quasi-Eulerian cross-shore velocity (𝐴𝐴 𝐴𝐴𝐴 , panel c). The 
results are presented for the four configurations of the model (see Table 1) and are extracted under high wave energy conditions. The delimited zones are defined in 
Section 5.1.
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(the divergence of the alongshore velocity component is not exactly zero), while the depth-varying cross-shore 
flow is locally strengthened by the effect of the non-conservative breaking wave forces within the zones II and 
III, resulting in a 100% stronger seaward-directed current in the lower part of the water column than the surface 
Stokes drift velocity (Figures 8b and 8c and 10b). In order to better evaluate the contribution of breaking, an addi-
tional run was performed with the non-conservative breaking wave forces uniformly distributed over the vertical 
(RFbr). The resulting quasi-Eulerian cross-shore flow is less sheared near the surface within the zones II and III, 
yielding a weaker seaward-directed current in the lower part of the water column than that obtained with a near 
surface momentum source by up to a factor three (Figure 10b). Within zone I, the quasi-Eulerian cross-shore 
flow is also mostly seaward-directed, with a maximum intensity in the upper part of the water column, while a 
weak shoreward-directed current associated with wave streaming arises near the bottom and extends inside the 
zone II (Figures 8a and 8c and 10b). As a result, a strong clockwise Lagrangian overturning circulation develops 
within the zones II and III (the magnitude of the current locally reaches 0.3 m/s), while a weaker anti-clockwise 
overturning cell arises at the seaward edge of the zone II, which constrains the offshore flow (see the upward 
deflection of the streamlines of the clockwise cell within the zone II in Figure 8d). A similar circulation patern in 
the vicinity of the surf zone was found by Wang et al. (2020). The magnitude of the Lagrangian circulation then 
decreases relatively rapidly within zone I (Figure 8d). Interestingly, the cross-shore quasi-Eulerian flow does not 
exactly compensate for the cross-shore Stokes drift velocity component, which would have been expected assum-
ing a balance between the Coriolis force associated with the quasi-Eulerian flow and the Stokes-Coriolis force, as 
pointed out by Lentz et al. (2008). Presumably, this could be attributed to the shape of the coastline, which is not 
alongshore-uniform at the scale of several kilometers, the distance where the instruments were located.

Under high wave energy conditions, non-conservative breaking wave forces arise at the surface as far as 6 km 
from the shoreline and strengthen shoreward (Figure  9a), associated with a significant wave energy dissipa-
tion occurring through whitecapping and depth-induced breaking within the zones II and III (Figure 6a). The 
quasi-Eulerian cross-shore flow shows a strong seaward-directed current of the order of 0.2 m/s up to 4 km from 
the shoreline, whose intensity progressively decreases offshore reaching 0.1 m/s as far as 10 km from the shore-
line (Figure 9c). Similar to moderate wave energy conditions, this current is strengthened locally by the effect of 
the non-conservative breaking wave forces within the zones II and III (Figure 10a). Interestingly, no near-bottom 

Figure 8.  Cross-shore profiles under moderate wave energy conditions of the wave force cross-shore component, which includes the Stokes-Coriolis term, the vortex 
force, the wave-induced pressure term and the non-conservate wave forces (a), the Stokes drift velocity cross-shore component (b), the quasi-Eulerian velocity cross-
shore component (c), and the 2DV Lagrangian circulation streamlines and magnitude (d). For readability, S-level indices are used for representing the wave force profile 
(the level 0 corresponds to the bottom and the level 24 to the free surface). Note that the cross-shore distance axis here extends over 2 km.



Journal of Geophysical Research: Oceans

PEZERAT ET AL.

10.1029/2021JC018108

16 of 21

shoreward-directed current arises as the intensity of the bottom streaming decreases beyond 20 m-depth, while 
closer to shore the cross-shore flow in the lower part of the water column is dominated by the strong seaward-di-
rected current. The Lagrangian circulation therefore shows a wide clockwise overturning cell extending over 
8 km, which generates a seaward-oriented jet in the lower part of the water column (Figure 9d) that contrasts with 
the circulation patern obtained under moderate wave energy conditions.

6.  Conclusions and Perspectives
In this study, we presented a data set comprising water levels, wave parameters and currents collected under 
fair weather and storm conditions issued from a field campaign carried out in early 2021 within the shoreface 
and the surf zone of the dissipative beach of Saint-Trojan (France). These results were complemented with the 
predictions from a state-of-the-art wave-averaged 3D circulation modeling system coupling the circulation model 
SCHISM (Zhang et al., 2016) with the spectral wave model WWM (Roland et al., 2012) in order to study the 
wave-induced cross-shore circulation in the nearshore area up to the surf zone. Both measurements and model 
results clearly showed that the cross-shore flow is dominated by a strong seaward-directed current in the lower 
part of the water column, which under storm wave conditions can reach 0.2 m/s as far as 4 km from the shoreline. 
The model was further employed to study the driving mechanisms of the wave-induced cross-shore circulation. It 
was shown that a wide (≃6 km) transition zone appears under high wave energy conditions where depth-induced 
breaking, whitecapping and bottom friction all contribute significantly to the wave energy dissipation, whereas 
the surf zone edge appears clearly delimited under moderate wave energy conditions. Once wave energy dissi-
pation through breaking processes starts being substantial, sensitivity tests performed with the model tended to 
show that the parameterization of the wave-enhanced mixing could substantially impact the vertical shear of the 
cross-shore velocity close to the surface, while non-conservative breaking wave forces strengthen locally the 
seaward-directed current in the lower part of the water column. The wave-induced cross-shore circulation thus 
presents very contrasting patterns. Under moderate wave energy conditions, the dominance of the wave energy 
dissipation by bottom friction seaward of the surf zone allows the development of a near-bottom onshore flow 
associated with bottom streaming of the order of a few centimeters per second. Thus, the surf zone clockwise 
Lagrangian overturning circulation weakens, while an additional anti-clockwise overturning cell arises seaward 
of the surf zone and extends within it. In contrast, under high energy conditions the Lagrangian circulation shows 
a seaward-directed jet in the lower part of the water column, whose intensity progressively decreases offshore. 

Figure 9.  Same as Figure 8 under high wave energy conditions. Note that the cross-shore distance axis here extends over 12 km.
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Among different implications, this study opens perspectives for sediment transport modeling using a similar 3D 
framework in order to produce realistic morphological evolutions across the shoreface.

Appendix A:  Vortex Force Framework in the Modeling System SCHISM
In the vortex force framework the continuity and momentum equations read:

𝜕𝜕 𝜕𝜕𝜕
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+
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where 𝐴𝐴
[

𝑢̂𝑢𝑢 𝑢𝑢𝑢𝑢 𝑤̂𝑤
]

 is the quasi-Eulerian velocity, equal to the mean Lagrangian velocity 𝐴𝐴 [𝑢𝑢𝑢 𝑢𝑢𝑢𝑢𝑢] minus the Stokes 
drift velocity 𝐴𝐴 [𝑢𝑢𝑆𝑆, 𝑣𝑣𝑆𝑆, 𝑤𝑤𝑆𝑆 ] . In Equations A2 and A3, 𝐴𝐴 𝐴𝐴𝐶𝐶 is the Coriolis parameter, 𝐴𝐴 𝐴𝐴 is the water density, 𝐴𝐴 𝐴𝐴 is the 
gravitational acceleration, 𝐴𝐴 𝐴𝐴 is the vertical eddy viscosity, 𝐴𝐴 𝐴𝐴𝐻𝐻 is the hydrostatic pressure, 𝐴𝐴 𝐴𝐴  is the wave-induced 
mean pressure and 𝐴𝐴

[

𝐹𝐹𝑥𝑥, 𝐹𝐹𝑦𝑦

]

 gathers the non-conservative wave forces.

The three components of the Stokes drift velocities, the wave-induced pressure term and the non-conservative 
wave forces are all computed from local variables issued from WWM, which simulates the generation, propaga-
tion and transformation of short waves by solving the Wave Action Equation (e.g., Komen et al., 1994):
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Figure 10.  Vertical profiles of the Stokes drift velocity cross-shore component 𝐴𝐴 (𝑢𝑢𝑆𝑆 ) and the quasi-Eulerian cross-shore 
velocity 𝐴𝐴 (𝑢̂𝑢) under high (a) or moderate (b) wave energy conditions for the baseline run (Rref) and for a run performed with 
the non-conservative breaking wave forces uniformly distributed (RFbr). The delimited zones are defined in Section 5.1.
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where 𝐴𝐴 𝐴𝐴 is the relative wave frequency, which is related to the wavenumber 𝐴𝐴 𝐴𝐴 by the linear dispersion relation; 
𝐴𝐴 𝐴𝐴 corresponds to the wave direction; 𝐴𝐴 𝐴𝐴 = 𝜌𝜌𝜌𝜌𝜌𝜌∕𝜎𝜎 is the wave action density spectrum, with 𝐴𝐴 𝐴𝐴 the sea surface 

elevation density spectrum; 𝐴𝐴
[

𝐶𝐶𝑔𝑔𝑔𝑔𝑔, 𝐶𝐶𝑔𝑔𝑔𝑔𝑔

]

 is the intrisic group velocity; 𝐴𝐴 [𝑢̃𝑢𝑢 𝑢𝑢𝑢] is the advective current velocity, here 
equal to the depth-averaged horizontal quasi-Eulerian velocity. Finally, 𝐴𝐴 𝐴𝐴tot is a sum of source terms that account 
for the energy input due to wind, non linear wave-wave interactions, and energy dissipation due to whitecapping, 
depth-induced breaking and bottom friction (cf., Section 3.1).

The horizontal Stokes drift velocity vector is given by:

[𝑢𝑢𝑆𝑆, 𝑣𝑣𝑆𝑆 ] = ∫
𝜎𝜎
∫
𝜃𝜃

𝜎𝜎′𝑘𝑘𝑘𝑘
cosh(2𝑘𝑘(𝑧𝑧 + 𝑑𝑑))

sinh
2
(𝑘𝑘𝑘)

[

cos𝜃𝜃′, sin𝜃𝜃′
]

𝑑𝑑𝑑𝑑′𝑑𝑑𝑑𝑑′� (A5)

where 𝐴𝐴 𝐴 = 𝑑𝑑 + 𝜂̄𝜂 is the (local) phase-averaged water depth (with 𝐴𝐴 𝐴𝐴 , the still water depth and 𝐴𝐴 𝐴𝐴𝐴 , the phase-averaged 
free surface elevation). The vertical Stokes drift component is given by the horizontal divergence of 𝐴𝐴 [𝑢𝑢𝑆𝑆, 𝑣𝑣𝑆𝑆 ] as 
the full Stokes drift flow is non divergent at the lowest order (Ardhuin et al., 2008). The wave-induced pressure 
term reads:

𝐽𝐽 = ∫
𝜎𝜎
∫
𝜃𝜃

𝑔𝑔𝑔𝑔𝑔𝑔

sinh(2𝑘𝑘𝑘)
𝑑𝑑𝑑𝑑′𝑑𝑑𝑑𝑑′� (A6)

Finally, the formulation of the non-conservative wave forces are detailed in Section 3.2.1.

The wave model is supplemented by a roller model that helps representing the inertia of depth-induced breaking 
processes by slightly advecting the location where energy is actually dissipated toward the shoreline (Svend-
sen, 1984b). As compared to the implementation detailed in Guérin et al. (2018), the roller model solves a balance 
equation for the roller kinetic energy 𝐴𝐴 𝐴𝐴𝑅𝑅 (e.g., Reniers et al., 2004), slightly modified to account for the modifi-
cation of the wave phase velocity by the mean current within the advection term, such that:

𝜕𝜕𝜕𝜕𝑅𝑅

𝜕𝜕𝜕𝜕
+

𝜕𝜕

𝜕𝜕𝜕𝜕
(2𝐸𝐸𝑅𝑅 (𝑐𝑐𝑥𝑥 + 𝑢̃𝑢)) +

𝜕𝜕

𝜕𝜕𝜕𝜕
(2𝐸𝐸𝑅𝑅 (𝑐𝑐𝑦𝑦 + 𝑣̃𝑣)) = 𝛼𝛼𝑅𝑅𝐷𝐷𝑑𝑑𝑑𝑑 −𝐷𝐷𝑅𝑅� (A7)

where [𝐴𝐴 𝐴𝐴𝑥𝑥, 𝑐𝑐𝑦𝑦 ] is the wave phase velocity computed by means of the short wave (continuous) peak wavenum-
ber 𝐴𝐴 (𝑘𝑘𝑝𝑝) and mean direction 𝐴𝐴 (𝜃𝜃𝑚𝑚) ; 𝐴𝐴 𝐴𝐴𝑑𝑑𝑑𝑑 is the bulk wave energy dissipation rate by depth-induced breaking; 𝐴𝐴 𝐴𝐴𝑅𝑅 
is the percentage of wave energy dissipation by depth-induced breaking transferred to the rollers (Tajima & 
Madsen, 2006) and 𝐴𝐴 𝐴𝐴𝑅𝑅 is the roller energy dissipation rate, which reads:

𝐷𝐷𝑅𝑅 =
2𝑔𝑔sin𝛽𝛽𝑅𝑅𝐸𝐸𝑅𝑅
√

𝑐𝑐2𝑥𝑥 + 𝑐𝑐2𝑦𝑦
� (A8)

where sin 𝐴𝐴 𝐴𝐴𝑅𝑅  = 0.1 is the roller angle (Nairn et al., 1991; Reniers et al., 2004). Surface rollers contribute to the 
total mass flux in proportion to the roller energy. Although this transport primarily occurs near the surface, above 
trough level, there is no consensus on its vertical distribution. We here follow the choice to impose an homoge-
neous vertical distribution. This contribution is accounted for through an additional term in the horizontal Stokes 
drift velocity vector, which reads:

[

𝑢𝑢𝑆𝑆𝑆𝑆𝑆, 𝑣𝑣𝑆𝑆𝑆𝑆𝑆
]

=
2𝐸𝐸𝑅𝑅

𝜌𝜌𝜌

√

𝑐𝑐2𝑥𝑥 + 𝑐𝑐2𝑦𝑦

[cos𝜃𝜃𝑚𝑚, sin𝜃𝜃𝑚𝑚] ∀ 𝑧𝑧 ∈ [−𝑑𝑑𝑑 𝑑𝑑𝑑]� (A9)

Note, however, that 𝐴𝐴 𝐴𝐴𝑆𝑆 is still computed with 𝐴𝐴 𝐴𝐴𝑆𝑆, 𝑣𝑣𝑆𝑆 from Equation A5 as it is assumed that rollers do not contrib-
ute to the vertical transport.

Data Availability Statement
The processed field data presented in this study are available through a Zenodo repository (Pezerat et al., 2022). 
The instructions to download and install the model used in this study can be accessed freely at https://github.
com/schism-dev/schism. Figures were made with python module Matplotlib version 3.1.1, available under the 
Matplotlib licenses at https://matplotlib.org/.

https://github.com/schism-dev/schism
https://github.com/schism-dev/schism
https://matplotlib.org/
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