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ABSTRACT
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This paper presents field observations collected in 2010 in the shoreface of Oléron Island (France) under storm 
wave conditions combined with predictions from the state-of-the-art spectral model WWM-III to evaluate 
three classical formulations for dissipation by depth-induced breaking. This comparison reveals a substantial 
over-dissipation by breaking resulting in a negative bias on significant wave height reaching 50% at the 
peak of the storm. An adaptive parameterization based on existing theories for depth-induced breaking has 
consequently been tested and yields improved predictions. This new parameterization remains to be tested 
under various incident wave conditions up to the inner surf zone.
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INTRODUCTION
Short waves play a fundamental role in the nearshore dynamics 

particularly under storm conditions where they contribute 
to extreme water levels (Bertin et al., 2015) and drive large 
morphological changes (Masselink et al., 2016). As human 
activities are inexorably broadening in the nearshore area, it is 
essential to model accurately the propagation and dissipation of 
short waves in this area, in particular during storms. However, the 
accuracy of numerical models to simulate storm waves-induced 
hydrodynamics in those areas remains uncertain, which is partly 
explained by the scarcity of field observations. For regional to 
local scale studies, the computation of wave fields using spectral 
model flourished thanks to the theoretical and numerical advances 
on wave-current interaction and on the use of unstructured 
meshes to discretize the geographical space (e.g. Roland and 
Ardhuin, 2014). Such models allow to represent the sea state by 
means of the action spectrum. The Wave Action Equation gives 
the evolution in space and time of the action spectral densities. 
In particular, the evolution of action spectrum is modified 
by source terms accounting for wave growth and dissipation 
processes. Close to sandy shores, incident waves dissipate their 
energy mostly through depth-induced breaking. As waves and 
their associated spectra undergo complex transformations during 
this process, several formulations have been proposed in the 
literature to compute an average energy dissipation rate for the 
wave field, which is assumed to be Rayleigh-distributed. Many of 
these formulations have subsequently been adapted to compute a 
corresponding source term for spectral modelling purposes.

The main approach of these original formulations follows the 
work of Le Méhauté, in which the dissipation rate of a broken 
wave is approximated by that of a hydraulic jump of the equivalent 
height (often referred to as a bore model, Le Méhauté, 1962). The 
formulations mainly differ in the choice of the breaking criterion 
and the definition of the broken fraction in the original wave field. 

This paper provides an extended assessment of a state-of-the-
art spectral model performance under high energy conditions. 
Three classical depth-induced breaking formulations (Battjes and 
Janssen, 1978; Thornton and Guza, 1983; van der Westhuysen, 
2010) are tested in the model. In particular, the role of the breaker 
coefficient, which is related to the bore-based energy dissipation 
model, is highlighted. A simple adaptive parameterization from 
Le Méhauté’s original work (Le Méhauté, 1962) is subsequently 
introduced and evaluated against data collected in the shoreface 
of Oléron Island in the central part of the French Atlantic Coast 
(Figure 1a). 

METHODS
This section details the data processing and presents a brief 

description of the modelling system with a focus on the depth-
induced breaking source term.

Field Campaign and Data Processing
The field campaign was carried out by the French Hydrographic 

and Oceanographic Office in February 2010 to the South West of 
Oléron Island. This area is characterized by a very gently sloping 
shoreface, the isobaths 20 m being found approximately 10 km 
offshore (Figure 1b). During the studied period, offshore waves 
were characterized by a significant wave height (Hs) reaching 
9 m and a mean wave period reaching 11 s (Figure 1c). These 
conditions correspond to a yearly return period (Lerma et al., 
2015) whereas yearly mean wave conditions along the 30 m 
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isobaths are characterized by a significant height of 1.60 m, a 
mean wave period of 5.9 s and a direction of 285° from the true 
North (Dodet et al., 2019). Data from a Datawell buoy (DW) and 
two pressure sensors (VEC and P3) deployed on the seabed in 
the nearshore area are used. For each pressure sensor, the sub-
surface pressure time-series were first split into 20 minute-long 
bursts. Pressure measurements were corrected for sea level 
atmospheric pressure then, the free surface elevation signal was 
reconstructed using the fully dispersive nonlinear method of 
Bonneton and Lannes (2017), using an upper cutoff frequency set 
to 0.2 Hz. The elevation spectra E(f) were computed by means 
of Fast Fourier Transform using 10 Hanning-windowed segments 
with an overlapping of 50%. Elevation spectra were directly 
obtained from DW measurements. Consecutively, wave integral 
parameters were computed using the moments of each spectrum: 

1/ 2
0 04mH m= ; 1/ 2 1/ 2

0,2 0 2mT m m −= ; 2
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The fmax value was chosen in agreement with the upper cutoff 
frequency used for the reconstruction of wave surface elevation 
from pressure sensors and a constant value of 0.04 Hz has been 
chosen for fmin.

Model Description
The third generation spectral Wind Wave Model, WWM 

(Roland et al., 2012) is fully coupled with a circulation model 
within the SCHISM framework (Zhang et al., 2016), where they 
share the same unstructured grid and domain decomposition. The 
wave model is forced with energy spectra obtained from a North 
Atlantic application of the spectral wave model WaveWatch III 
(WWIII; Tolman, 1991) and the tidal forcing is computed by 

considering the 16 main tidal constituents linearly interpolated 
from the regional model of Bertin et al. (2012). The atmospheric 
forcings consist of the mean sea level (MSL) pressure and 10 m 
wind speed taken from the Climate Forecast System Reanalysis 
(Saha et al., 2011) for both WWM/SCHISM and WWIII models. 
For both wave models, the wind input and the dissipation of 
wave energy due to whitecapping are formulated by means of 
the parameterization of Ardhuin et al. (2010) and the non-linear 
quadruplet interactions are taken into account following the 
approach of Hasselmann and Hasselmann (1985). In shallow 
water, three additional processes are considered, namely the 
bottom friction, non-linear triad interactions and depth-induced 
breaking. For the first two, the JONSWAP parameterization 
(Hasselman et al., 1973) and Eldeberky’s approach (Eldeberky, 
1996) are used respectively.

Depth-induced Breaking Source Term
The total energy dissipation in spectral models is distributed 

over frequencies and directions in proportion to the spectral 
energy density (Eldeberky and Battjes, 1996). The formulations 
for the total energy dissipation are based on the bore analogy to 
compute the energy dissipation rate per unit span D* by a single 
breaking wave of height H in shallow water of mean depth h:

	 ( )3* 31 1   
4 4

g gD gH g BH
h h

ρ ρ  � (2)

where (1)B =  is the breaker coefficient as presented by 
Thornton and Guza (1983) whereas Battjes and Janssen (1978) 
omited it. Le Méhauté (1962) first introduced a similar coefficient 
without the power 3. It accounts for the difference between the 
front height between of a broken wave of heigt H and that of a 
wave-generated bore of the same height, often referred to as a 
breaker and a saturated breaker. According to Le Méhauté’s 
analytical development, the alternative equation is introduced:

	 3 40 tan
4
B gD gH with B

h
ρ β∗ =
′

′
 � (3)

where tan β  is the local bottom slope.
Following the approach of Battjes and Janssen (1978) (see also 

Battjes and Janssen, 2009), hereafter BJ78, the overall energy 
dissipation is given by:

	 2 
4 b mD Q f gHα ρ= � (4)

where α is an adjusting coefficient of order 1, bQ  corresponds to 
the fraction of broken waves, f  is the spectral mean frequency 
(computed by means of 0,1  mT period) and mH  is the broken wave 
height. As a result, the probability density function (PDF) is 
clipped at H=Hm with a delta function. Hm is given by a Miche-
type criterion which, in shallow water, reduces to:

	  m BJH hγ= � (5)

with 0.73BJγ =  according to Battjes and Stive (1985).
Thornton and Guza (1983), hereafter TG83, suggested that 

the Rayleigh distribution was still valid in the surf zone. A 
“distribution” of broken waves is expressed as a weighting of 
the PDF for all waves. As a first approach, a constant weighting 

Figure 1. (a) Location of the Oléron Island in the Bay of Biscay (black 
box), limit of the computational domain (red dotted line) and position 
of the Biscay Buoy (red triangle). (b) Zoom on the study area with the 
bathymetry relative to MSL. Red triangles refer to the three sensors used: 
the DW was deployed at 33 m depth, while VEC and P3 were deployed 
at 13 m and 9 m depth respectively. Model/data comparison at the Biscay 
Buoy location: (c) Hm0 (spectral equivalent of Hs) and (d) Tm02 (spectral 
equivalent of mean period Tz).
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function is introduced based on a depth limiting wave height 
criterion, following Thornton and Guza (1982) who found that 
the envelope for waves are depth-limited in the inner surf zone 
follows a linear relationship. Therefore the total dissipation is 
given by:

	 ( )
3

3

0

 
4

pfBD g H Wp H dH
h

ρ
+∞

= ∫ � (6)

with pf  the peak frequency, ( )p H  is the Rayleigh distribution 
probability density and W  the weighting function given by:
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with 0.42TGγ =  and 4n = .
Following the same approach, van der Westhuysen (2010), 

hereafter W10, introduced an alternative expression of the 
weighting function. It is based on the wave asymmetry estimated 
through the biphase β computed with the parameterization of 
Eldeberky (1996). The weighting function reads :

	  
n

ref

W β
β

 
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� (8)

with 4
9ref

πβ −=  and 2n = .5. The total dissipation is given by 
equation (4) with pf  substituted by f .

RESULTS
This section presents an extended model/data comparison 

based on wave integral parameters. The model error is quantified 
by means of the Normalized Root Mean Square Error (NRMSE) 
computed for each parameters. 

Depth-induced Breaking Default Parameterizations
Firstly, the model’s predictive skills are assessed using default 

parameterizations for depth-induced breaking. The coefficients 
α and B were set to 1, while values previously given for γBJ/TG, 
βref and n were unchanged compared to the original papers of 
BJ78, TG83 and W10. Model/data comparisons are presented in 
Figure 2. Water levels are well reproduced by the model, with 
a NRMSE of 10%. With default parameters, the three models 
show a severe underestimation of wave energy at the peak of the 
storm which worsens closer to the shore. At the DW location, in 
intermediate depth ( ), 1 ,kd =  there is a maximal negative bias 
on Hm0 reaching approximately 20% regardless of the breaking 
formulation used. It can be noticed that this bias is partially 
explained by a pre-existing underestimation of wave energy in the 
forcing spectra at the storm peak leading to a negative bias in Hm0 
reaching 12% in deep water (Figure 1c). In shallower waters, at 
the P3 and VEC locations, the bias on Hm0 at peak increases and is 
more dependent on the depth-induced breaking formulation used. 
At VEC location, the negative bias on Hm0 at peak is about 25% 
using BJ78 formulation, 40% using TG83 formulation and 50% 
using W10 formulation. This underestimation of wave energy 
impacts the overall statistical score on Hm0 whereas it has little 
impacts on Tm0,2 and Tpc (see Table 1). The model results show 
a tidal modulation of Hm0 at P3 location (especially for the W10 
and TG83 formulations) whereas it only appears in observations 
at VEC location. A map of the overall energy dissipation due to 

depth-induced breaking using TG83 formulation is presented in 
Figure 3a. It demonstrates that depth-induced breaking is already 
substantial at P3 location whereas it is nearly absent at the DW 
location.

Depth-induced Breaking Adaptive Parameterization
Subsequently, adaptive parameterization of depth-induced 

breaking formulations was tested with α, B3 substituted by B’ 
whereas the other parameters were unchanged. B’ has been bound 
to [0,1] to be consistent with Le Méhauté’s (1962). Figure 4 shows 
model/data comparisons. At the DW location, the same negative 
bias on Hm0 is observed which is consistent with the observation 
made above that depth-induced breaking does not occur so far 
offshore (Figures 3a and 3b). At P3 and VEC locations, the bias 
on Hm0 at the storm peak is considerably reduced when compared 
to the results with the default parameterizations. At VEC location 
it reduced to 15% for the BJ78 formulation and 17% for both 

Figure 2. Model/ data comparison of water levels η, Hm0, Tm0,2, Tpc at 
the locations of the three sensors used: black dotted lines correspond 
to observations whereas model’s outputs using BJ78, TG83 and W10 
correspond to the blue lines, red dotted lines and green dashed lines 
respectively. For elevation timeseries only one model’s output is being 
presented as the three overlap.

Figure 3. Maps of the energy dissipation rate associated to depth-induced 
breaking at the storm peak using TG83 formulation either with the default 
parameterization (a) or the adaptive one (b). (c) Energy dissipation rates 
at the storm peak along the XY profile. (d) Depth and associated slope 
along the XY profile.
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TG83 and W10 formulations. The NRMSE on Hm0 is consequently 
reduced to approximately 15% at each location (see Table 1). 
The overlapping of wave parameters time-series suggests that 
the model tends toward a common behaviour regardless of the 
formulation used for depth-induced breaking. 

DISCUSSION
The default parameterizations of the three breaking 

formulations and the proposed breaker coefficient B’ (Eq. 3) 
lead to very different energy dissipation rates over the Oléron 
shoreface at the the storm peak (Figures 3a and 3b). In the first 
5 km of the extracted profile (Figures 3c and 3d), B’ is less than 
0.1, meaning that over this region of the shoreface, breakers 
are non saturated whereas default parameterizations only 
consider saturated breakers (i.e. B=1). Although the offshore 
dissipation rate related to default parameterization is rather small 
(approximately 5 W/m2), once integrated up to the inner surf 
zone, it results in a substantial dissipation of waves energy and 
explain the underestimation of wave heights nearshore (Figure 2). 
Therefore, the difference of the energy dissipated by a saturated 
breaker and a non-saturated breaker explains the increasing 
over-dissipation of wave energy. This process is exacerbated by 
the very gently-sloping shoreface of Oléron island. The present 
observations do not allow to extend the comparison in the 
inner surf zone, where the amount of broken waves increases. 
Consequently, the dissipation is much more controlled by the 
breaking criterion which fixes the fraction of broken waves. It 

should be pointed out that several adaptive parameterizations of 
BJ78 or TG83 formulations have been proposed through ad hoc 
γ-scalings with the beach slope and/or the wave steepness (see 
Salmon et al., 2015 for a review). More recently, Guérin et al. 
(2018) introduced a scaling in the TG83 formulation of γTG and B. 
These two parameters have been computed as a linear function of 
the bottom slope. A linear regression has been calibrated to give 
the best fit wave height when comparing with measurements from 
a field campaign. To this regard, the adaptive parameterization of 
the breaker coefficient introduced in this paper appears to be more 
robust physically (Le Méhauté, 1962) and will have to be merged 
with a refined parameterization of the breaking index γ. Among 
the possible implications of this study, the accurate modelling of 
storm waves has a direct impact on the computation of the wave 
setup, a key component of extreme water levels and related to 
coastal hazard (e.g. Guérin et al., 2018). Thus, considering the 1D 
wave setup model of Longuet-Higgins and Stewart (1964) with a 
2:1000 constant bottom slope and 6 m-high incident short waves, 
the adaptive parameterization for wave dissipation proposed in 
this study results in a wave setup two times larger compared to 
that obtained with a constant wave breaking parameterization. 
This will have to be verified in the field.

CONCLUSIONS
A state-of-the-art spectral model was used to simulate storm 

waves in the nearshore area. Model/data comparisons show a 
substantial over-dissipation of waves energy associated with depth-
induced breaking for the three formulations tested with their default 
parameterizations. An adaptive parameterization of the breaking 
source terms through the breaker coefficient yields to improved 
predictions. This new parameterization is being tested under 
various incident wave conditions on case studies which include 
observations in the inner surf zone. Improving depth-induced 
breaking understanding is of primary importance for storm waves 
modelling which are fundamental for the nearshore dynamics.
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Table 1. Normalized Root Mean Square Error at each location. For each breaking formulation, the first row corresponds to the default parameterization; 
the second row to the adaptive one.

DW P3 VEC

Hm0 Tm0,2 Tpc Hm0 Tm0,2 Tpc Hm0 Tm0,2 Tpc

BJ78 0.15
0.15

0.09
0.09

0.09
0.09

0.17
0.16

0.11
0.11

0.09
0.09

0.19
0.15

0.11
0.11

0.09
0.10

TG83 0.16
0.15

0.09
0.09

0.09
0.09

0.29
0.17

0.12
0.11

0.08
0.09

0.30
0.15

0.10
0.11

0.09
0.09

W10 0.15
0.15

0.09
0.09

0.09
0.09

0.23
0.17

0.11
0.11

0.08
0.09

0.34
0.15

0.09
0.11

0.09
0.10

Figure 4. Same as Figure 2, but using adaptive parameterization for depth-
induced breaking source terms.
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